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ABSTRACT

This application paper presents a novel framework based on topological data analysis for the automatic evaluation and ranking of viscous finger simulation runs in an ensemble with respect to a reference acquisition. Individual fingers in a given time-step are associated with critical point pairs in the distance field to the injection point, forming persistence diagrams. Different metrics, based on optimal transport, for comparing time-varying persistence diagrams in this specific applicative case are introduced. We evaluate the relevance of the rankings obtained with these metrics, both qualitatively thanks to a lightweight web visual interface, and quantitatively by studying the deviation from a reference ranking suggested by experts. Extensive experiments show the quantitative superiority of our approach compared to traditional alternatives. Our web interface allows experts to conveniently explore the produced rankings. We show a complete viscous fingering case study demonstrating the utility of our approach in the context of porous media fluid flow, where our framework can be used to automatically discard physically-irrelevant simulation runs from the ensemble and rank the most plausible ones. We document an in-situ implementation to lighten I/O and performance constraints arising in the context of parametric studies.

1 INTRODUCTION

The chaotic nature of fluid flows makes it difficult to account for the propagation of initial uncertainties in numerical models, or uncertainties in model parameters. To predict uncertain phenomena, thanks to the increase in computing power in recent years, Monte Carlo methods have been broadly used, for instance in climate modeling, forecasts, statistical physics, chemistry and astrophysics. The idea is to compute a large number of simulations, called an ensemble, while densely sampling the space of input parameters. A post-mortem comparison (i.e. performed after simulations have been completed) to experimentally acquired data can then determine which simulations produced the most realistic outcomes and how input parameters affect their variability.

Specifically, in reservoir engineering, an area of petroleum engineering concerned with fluid flow through porous media, it is important to quantitatively predict well productions, i.e. the quantity of oil that can be extracted. For example, injector wells are commonly drilled to inject water and flush the oil in place, which is extracted by producer wells; simulation can help well placement optimization and production forecast. Numerical models are subject to parameter uncertainties, and can be tuned by launching randomly sampled ensemble simulations. Usually, reference production rates and well pressures are history-matched with the simulated ensembles, which ideally would allow domain experts to restrict the space of input parameters. This history match procedure is usually applied at the field scale (oil and gas reservoirs), but also at the core scale (a few decimeters) when lab engineers want to match the behavior of experimental corefloods.

In practice, notably in the domain of Darcy-type simulations at the core scale, production and pressure data is not sufficient to infer model parameters. Further measuring tools have been recently integrated in lab experiments in order to constrain the parameter space, by monitoring the saturation scalar fields through X-rays, so as to obtain information on phase velocities and residual saturations. Here the saturation measures the volume fraction of a given phase in the geometrical domain. Observing these scalar fields seems relevant when the fluid behaves in a particularly chaotic way, so that simulations which are not physically adequate could be detected. The case of the viscous fingering phenomenon, an instability which occurs at the interface between two fluids of distinct viscosity in porous media, is of particular interest.

In this context, for all simulations quantitatively reproducing production and pressure data, experts have to visually inspect each member of the ensemble to further discard non-physical simulations. This process is currently performed manually and can be time consuming. Moreover, the viscous fingering process involves a notoriously chaotic and unstable geometry. In particular, two different viscous fingering simulations can both be realistic from an expert’s point of view (and yield valid physical properties for reservoir exploitation) even though saturation would admit fingers with a drastically different shape and distribution in space. This high geometrical variability makes it particularly challenging to derive a meaningful distance metric to compare saturation scalar fields.
between a simulation and a ground truth.

For studying scalar fields, topological data analysis (TDA) has been used in recent years as a robust and reliable setting, allowing one to hierarchically define features of interest in the data [32]. Its applicability to time-varying data [10, 91], ensembles [35] and comparisons [92] makes it a reliable candidate for assessing the likeness of simulations in an ensemble given a ground truth. Although several approaches have explored the promising potential of TDA for extracting and characterizing the features of interest in viscous fingering simulations [36, 59], no approach has been proposed to estimate the similarity between two time-varying viscous fingering simulations based on topological representations.

In this application paper, we address the aforementioned issues by proposing a novel framework, based on topological data analysis, for quantitatively ranking simulations from an ensemble with respect to a ground truth in a viscous fingering case study. This framework allows experts to easily separate the most realistic simulations from the most unrealistic ones. It is based on a new approach for comparing temporal sequences of persistence diagrams, specifically adapted to the problem of viscous fingering. Extensive experiments quantitatively show the superiority of our approach compared to traditional alternatives. The framework also includes an interactive visual system for exploring the output rankings. Finally, we report a complete case study for which the presented approach has been applied in-situ (i.e. during the simulation).

1.1 Related work

Since the work presented in this paper involves multiple domains (viscous finger simulations, topological data analysis, time-varying data), this section briefly presents their respective related work.

Viscous fingering is a well-known instability encountered in soils and porous media [77], arising from the unfavorable mobility ratio between an injected fluid and the fluid in place, for instance when injecting water in a highly viscous oil. These phenomena have been studied in the context of petroleum engineering at multiple scales [38,90]. Other factors than the viscosity ratio are at play, such as properties inherent to the medium in which the fingering takes place [48,87,102,103]. In practice, performing waterflood in highly viscous oil can lead to physical instabilities resulting in fingering patterns, with water flowing in preferential paths and bypassing large quantities of oils. To prevent this phenomenon, polymer can be injected in order to increase the water viscosity, therefore making the injection front more stable, and leading to increased macroscopic oil recovery [29]. There are multiple numerical models that can describe the evolution of fluids in the context of water floods; some have been qualitatively compared to acquisitions [29,73,80], but the literature lacks robust ways to quantitatively compute their difference.

In-situ: as current trends in super-computing indicate an increase of the computing power that evolves faster than memory, IO and network bandwidth, new paradigms for scientific simulation are needed. The simulation of flow in porous media, of key importance for studying viscous fingers, is particularly affected by data movement problems, as models keep increasing in size, and high-resolution time sampling is required for observing realistic simulations. Over recent years, solutions for limiting data movement were developed in this perspective, such as in-situ [2,67,71,75,105] and in-transit [5,62] models, with a clear ambition to reach toward exascale computing [22,96] in the forthcoming years. However, to the best of our knowledge, no data analysis method has yet been proposed for the in-situ analysis of viscous fingers.

Topological data analysis (TDA) techniques [28,32,47,69] have been used over the course of recent years because of their ability to hierarchically identify features in scalar data in a generic, robust [19,33] and efficient manner. They have been applied in various scientific domains, such as computational fluid dynamics [36,51], turbulent combustion [9], material sciences [45], biological imaging [8,14], chemistry [6,40], astrophysics [81,97], ensemble clustering [35], compression [93] or feature tracking [92]. One of the reasons for the successful applications of TDA is the possibility for experts to easily translate high-level domain-specific notions in terms of topological data structures, which are abstractions related to geometrical aspects or discrepancies in the data. Among such abstractions are persistence diagrams [31,33], contour trees [13], Reeb graphs [7,68,101], Morse-Smale complexes [43]. For instance, in astrophysics the cosmic web can be extracted by querying the most persistent 1-separatrices of the Morse-Smale complex connected to maxima of matter density [97]. Similar TDA applications can be found in the above examples. Topological data analysis techniques have also been applied in-situ [54], which demonstrates their interest and relevance in the context of large-scale simulations. It has also been used to study the viscous fingering phenomenon, for instance in ensembles of particle simulations, to determine how the resolution affects fingers [36,59] or to provide frameworks for their visual exploration and interpretation [58]; but never, to our knowledge, for the purpose of comparing simulations, in particular with a reference. Feature-oriented distances: for comparing simple discrete scalar fields such as images, intuitive approaches are point-wise geometric distances such as the Euclidean and chord distances, or distances with a statistic awareness such as the Mahalanobis distance or correlation coefficients [16]. In specific applicative domains, however, the experts’ knowledge should be accounted for to gain a more precise insight of what is of actual interest in the data and which patterns or subsets are interesting to compare. Consequently, feature-oriented distance definitions are exposed in the remainder of this section. Associating geometrical loci in scalar data based on a high-level definition of features of interest often relies on computing the overlap of geometrical sub-domains [9,10,78,82–91]. Such methods are used for feature tracking in time-varying data [86]. On another note, Transportation theory offers an important continuous formulation of this problematic, with the notion of a Wasserstein or Earth mover’s distance [50,57,61], which has gained interest in recent years [26,55,94,95]. In the discrete setup, when applied to topological structures such as persistence diagrams, transport-based matching methods suffer from instabilities in the geometrical domain [21], for which the underlying metric can be specifically corrected [92] depending on the context. Though this family of approaches for computing distances between features based on transport seems promising for the problem of comparing viscous fingers, there is, to our knowledge, no work studying such an application.

1.2 Contributions

This application paper makes the following new contributions:

1. Approach: we present a novel analysis framework allowing to select relevant members in a simulated ensemble given a ground truth. The system yields a ranking that allows experts to visually explore the most likely simulations and discard the most unrealistic ones.

2. Metrics: new topological metrics for comparing time-varying viscous fingers are introduced, based on the Wasserstein matching of persistence diagrams, specifically tuned for the viscous fingering phenomenon and integrated over time.

3. Case study: a complete case study of a viscous fingering simulation ensemble is documented, along with a proof-of-concept in-situ implementation of our approach.

4. Evaluation: the metrics and ranking framework are qualitatively evaluated with feedback from domain experts. The quantitative performance of our approach is also analyzed and its superiority over traditional alternatives is demonstrated.
2 Preliminaries

This section describes the context of reservoir simulation, introduces our formal setting and the metrics which are extended by our work.

2.1 Darcy-type porous media simulation

There are multiple models for simulating flow in porous media. Though our viscous finger analysis framework is not limited to a specific simulation model, we introduce here Darcy-type simulations, for which the physics is governed by quantities averaged over control volumes. We consider diaphasic flow with oil and water.

Eq. 1 describes mass conservation, where $i \in \{o, w\}$ is the oil and water phase; $\phi$ is the porosity of the medium; $\rho_i$ is the mass density of phase $i$; $S_i$ is the saturation of phase $i$ (it stands for the volume fraction of phase $i$); $q_i$ is the well source term (injection/production) of phase $i$; and $v_i$ is the velocity of phase $i$. If $V_{tot}$ denotes the total volume, then the mass of component $i$ is given by $m_i = V_{tot} \phi \rho_i S_i$.

$$\nabla \cdot (\phi \rho_i S_i) = -\nabla \cdot \rho_i v_i + q_i \tag{1}$$

Darcy’s law is an equation that describes fluid flow in porous media, determined experimentally by H. Darcy in 1856 for one phase [27], and which can be derived from the Stokes equations [104]. Its extension to multiphase flow is given in Eq. 2, where $v_i$ is the velocity of phase $i$; $K$ is the absolute permeability tensor of the porous medium; $\mu_i$ is the viscosity of $i$; $g$ is the acceleration of gravity; $P_i$ is the pressure of phase $i$; $k_{ri}$ is the relative permeability of phase $i$. In our model, $k_{ri}$ is a function of water saturation.

$$v_i = -\frac{k_{ri}}{\mu_i} (\nabla P_i - \rho_i g) \tag{2}$$

Furthermore, as shown in Eq. 3, oil saturation can be simply expressed in terms of water saturation, and water pressure can be expressed in terms of oil pressure, with $P_i$ being the capillary pressure, a function of water saturation.

$$S_w = 1 - S_o \tag{3}$$

$$P_w = P_o - P_c$$

In this model, the unknowns are the saturations $S_i$ and pressures $P_i$. The system formed by Eq. 1, 2, and 3 can then be solved numerically to yield the evolution of fluid in porous media under Darcy’s approximation. Moreover, models exist [11, 56, 98] for expressing $P_i$ as a function of $S_w$, which can be obtained experimentally through centrifugal fan experiments. Relative permeabilities $k_{rw}$ and $k_{wr}$, also functions of $S_w$, are more elusive. Numerous models have been proposed in the literature in various contexts [1, 12, 18, 23, 24, 37, 53], and there is a number of models for building them from interpretation of lab experiments [30, 46, 60, 66, 74]. Their correct definition, however, is key to a realistic description of flow in porous media, and can be quite difficult to obtain depending on the recovery mechanism, especially in processes involving severe viscous fingering patterns (in which case Darcy’s law can become approximate) or when dealing with an extra fluid phase, like an injected gas phase [4], notably because of the limited availability of experimental measurements. In the remainder of this work, relative permeabilities are considered as an input parameter of simulations.

Most of reservoir simulators are based on finite volumes discretizations of Eq. 1, 2, 3 on a gridded 2D or 3D model, in which independent variables are constant in each grid block. These quantities must be determined at each time-step by solving the sets of non-linear conservation equations. The results shown in the experiments section were obtained in the 2D case with an in-house research reservoir simulator [49, 70] using an IMPES scheme (Implicit Pressure, Explicit Saturation) [17], which separately computes saturation with an explicit time approximation, and pressure with an implicit one. At every time-step, scalar data defined on control volumes is updated. As there are multiple variables, the simulator outputs multiple fields, like phase pressures and saturations. The pressure field is very diffusive, and in the diaphasic case the saturation is constrained by Eq. 3. Thus, a good indicator of the simulation state is the scalar field of water saturation $S_w$, which we will use as input data in the following.

2.2 Persistence diagrams

This subsection describes our formal setting. It contains definitions adapted from [100]. An introduction to TDA can be found in [32].

Input data: for each time step, the input saturation data is considered as a piecewise linear (PL) scalar field $f : \mathcal{M} \to \mathbb{R}$ defined on a PL $d$-manifold $\mathcal{M}$ with $d=2$ in our application. Scalar values are given at the vertices of $\mathcal{M}$ and linearly interpolated elsewhere.

Critical points: if $w \in \mathcal{M}$ is an isovalue, the $\text{sub-level set of } w$, noted $f^{-1}(w)$, is the pre-image of the open interval $(-\infty, w)$ under $f$: $f^{-1}(w) = \{q \in \mathcal{M} \mid f(q) < w\}$. Symmetrically, the $\text{sur-level set of } f$ is $f^{-1}(w) = \{q \in \mathcal{M} \mid f(q) > w\}$. These two objects serve as segmentation tools in multiple analysis tasks [8, 9, 14]. The points $q \in \mathcal{M}$ where the topology of $f^{-1}(w)$ differs from that of $f^{-1}(w) + \epsilon$ for $\epsilon \to 0$ are called the critical points of $f$. They can be classified according to their index $\mathcal{I}$: 0 for minima, 1 for saddles, $d-1$ for $(d-1)$-saddles, $d$ for maxima.

Persistence diagrams: the set of critical points of $f$ can be visually represented by a topological abstraction called the persistence diagram [19, 33] (Fig. 2). Specifically, the topological Elder Rule [32] states that critical points can be arranged in a set of pairs, such that each critical point appears in only one pair $(c_i, c_j)$ with $f(c_j) < f(c_i)$ and $\mathcal{I}(c_i) = \mathcal{I}(c_j) + 1$. Such a pairing indicates that a topological feature of $f^{-1}(i)$ (connected component, cycle, void, etc.) created at critical point $c_i$ dies at the critical point $c_j$. For example, as the value $i$ increases, if two connected components of $f^{-1}(i)$ meet at a saddle $c_j$ of $f$, the $\text{youngest}$ of the two (the one with the highest minimal value, $c_i$) dies at the advantage of the oldest (the one with the lowest minimal value). Critical points $c_i$ and $c_j$ form a persistence pair.

A classical representation of the persistence diagram $\mathcal{D}(f)$ embeds each pair $(c_i, c_j)$ as a point in the 2D plane at coordinate $(f(c_j), f(c_i))$. The height of the pair $P(c_i, c_j) = |f(c_j) - f(c_i)|$ is called the persistence and denotes the life-span of the topological feature created at $c_i$ and destroyed at $c_j$. In 3D, the persistence of pairs linking critical points of index $(0, 1)$, $(2, 3)$ and $(1, 2)$ respectively denotes the life-span of connected components, voids and non-collapsible cycles of $f^{-1}(i)$. In the following, we will focus on $(1, 2)$ persistence pairs (involving maxima).

The interest of this visual representation in practice is that it quickly hints at the distribution and relative importance of critical points. Small oscillations due to noise in the input data are typically represented by pairs with low persistence, in the vicinity of the diagonal. In contrast, the most prominent topological features are associated with large vertical bars (Fig. 2, b).

Persistence diagrams are used in many applications, for instance as a visual help for interactively tuning simplification thresholds in multi-scale segmentation tasks, either based on the Reeb graph [14, 41, 68, 72, 99, 101] or the Morse-Smale complex [43, 44, 76].

2.3 Metrics between Persistence diagrams

Metrics have been defined to evaluate the distance between scalar fields $f, g : \mathcal{M} \to \mathbb{R}$. The $L^p$-norm $\|f - g\|_p$ is a classical example.

In the context of TDA, multiple metrics [15, 19] have been introduced to compare two persistence diagrams $\mathcal{D}(f)$ and $\mathcal{D}(g)$.

Critical point pairs in persistence diagrams can be associated with a point-wise distance, noted $d_p$, inspired by the $L^p$-norm. Given two persistence pairs $a = (a_x, a_y) \in \mathcal{D}(f)$ and $b = (b_x, b_y) \in \mathcal{D}(g)$, $d_p$ can be defined as:

$$d_p(a, b) = (|a_x - b_x|^p + |a_y - b_y|^p)^{1/p} \tag{4}$$

The Wasserstein distance [50, 61], noted $W_P$, between persistence diagrams $\mathcal{D}(f)$ and $\mathcal{D}(g)$ can then be defined as:
which corresponds to the removal of the corresponding feature \( \delta \) with
\[ \Phi \]
where \( \Phi \) is the set of all possible assignments \( \phi \) mapping each
\begin{align*}
persistence pair \& \text{ or to its diagonal projection, noted diag}(\phi) – which corresponds to the removal of the corresponding feature from the assignment, with a cost \( d_p(a, \text{diag}(\phi)) \). It is illustrated in
\end{align*}
In the applications, this point-wise distance \( d_p \) can be fine-tuned to better account for the layout of critical points in the geometrical domain \( M \), as done in applications such as feature tracking [92], resulting in the following lifted point-wise distance:
\begin{align*}
d_p(a, b) = (\alpha_x |x_a - y_b| + \alpha_y |y_a - y_b| + \beta_x \delta_x^p + \beta_y \delta_y^p)^{1/p}
\end{align*}
with \( \delta_x = |x_a - x_b| \) and \( \delta_y = |y_a - y_b| \) in the 2D case, and where
\begin{align*}
(x_a, y_a) \text{ stands for the coordinates of the extremum of the persistence pair } a \text{ in the geometrical domain } M. \text{ Coordinates are taken at extremum rather than saddles or midpoints because extremum usually bear more meaning in the applications, but this can be adapted to the specificity of applicative cases.}
\end{align*}
In the above equation, the coefficients \( \alpha_x, \alpha_y, \beta_x \) and \( \beta_y \) need to be properly tuned for the target application. A geometrically lifted version of the Wasserstein distance, noted \( \tilde{W}_p \), can then be introduced as:
\begin{align*}
\tilde{W}_p(\mathcal{D}(f), \mathcal{D}(g)) = \min_{\phi \in \Phi} \left( \sum_{a \in \mathcal{D}(f)} d_p(a, \phi(a))^p \right)^{1/p}
\end{align*}

3 Analysis Framework

This section describes the problem of representing viscous fingers appearing in time-varying saturation fields, comparing them across simulations, and our approach for addressing this problem. In the following, we will note each time step of the reference ground-truth acquisition \( A_t \) and each time step of a simulation run \( S_t \). Then, the goal of our framework is to efficiently compute relevant similarity measures, to rank simulation runs in order of increasing distance to the acquisition, so as to present to the experts the most plausible simulations for further inspection (Fig. 1).

Note that, in the rest of the paper, we will consider only one ground-truth acquisition data set, as the acquisition process (further detailed in Sec. 4.1) is long (several months) and involves expensive instrumentalations (the process requires the acquisition machinery to operate in a high pressure environment to replicate the reservoir conditions). Because of the rarity of such acquired data, the number of available acquired time steps \( A_t \) is in practice significantly lower than the number of simulated time steps \( S_t \). The simulator is thus set up to output additional time steps corresponding to a specific set of volumes of injected water, which were recorded for each time step \( A_t \). This physical criterion allows us to reliably match in time acquired and simulated time steps. The correspondence between simulation and acquisition timesteps is then given and reliable.

3.1 Feature representation

As discussed in the introduction, trying to reproduce the viscous fingering phenomenon with Darcy-type simulation software is very challenging because the fingering geometry greatly varies when one modifies input parameters, even slightly. In particular, the input parameters considered here are the relative permeabilities \( k_{ij} \). When comparing a simulation to an acquired ground-truth, this great geometrical variability challenges traditional image based distances, either point-wise based (\( L_2 \) norm) or morphing based [26]. Moreover, the raw geometry of the viscous fingers can be insufficient in practice to identify all plausible simulations. Indeed, two geometrically different simulations can be deemed equally plausible by the experts if they share more abstract similarities, involving the number of fingers, their prominence and their progress in the porous medium. Thus, a proper feature representation, capable of abstracting these informations, is required to correctly represent the viscous fingering. Fig. 4 illustrates the extent to which the geometry of fingers may vary across simulations and how clearly distinct simulations can be judged as equally plausible by the experts.

The water saturation scalar field allows one to visually identify fingers, because they form a clear, sharp frontier with the background (as the geometric domain was initially filled with oil). The first step for identifying fingers then consists in extracting a sub-level set \( f_{\infty}^{-w}(w) \) of water saturation, for an isovalue \( w \) chosen properly, to extract the geometric domain \( M \) where fingers are effectively present. In our use case, based on discussions with experts, we set in practice this isovalue parameter once for all to 0.12. Let \( \mathcal{F} = f_{\infty}^{-w}(w) \) be that sub-part of \( M \). The same workflow can be
applied on acquired X-ray images.

To compare a simulation to an acquired ground-truth, a naive strategy consists in estimating overlaps between the sub-level sets of saturation of the simulation and the acquisition, for a given time-step, and use the area of such an overlap as a measure of likeliness. However, this purely geometric approach appears to be inadequate in practice due to the important variability in the number and shape of fingers, which then would not be accounted for (see Fig. 4).

A natural way of characterizing fingers while taking their shape into consideration is to provide $\mathcal{F}$ with a descriptive scalar field, for instance a geodesic distance from the injection point. Here, the injection point is the left boundary of the domain, so the scalar field can simply be the $x$ geometrical coordinate. Local maxima of this new scalar field would then correspond to the tips of viscous fingers, and saddles to valleys between fingers. Since they correspond to finger tips, maxima of the $x$ geometrical coordinate provide a useful information to represent the progress of each finger in the porous medium. Moreover, in this setting, the persistence of the pair involving each maximum directly represents the length of the corresponding finger, which can be used as a reliable measure of importance given this application, to distinguish the main fingers from noise. The persistence diagram directly captures this information, in a robust and hierarchical setting. Fig. 5 illustrates the correspondence between fingers in the domain and pairs of critical points in persistence diagrams. In this context, persistence diagrams seem to be a promising feature representation for viscous fingers, since they efficiently describe their number, progress through the porous medium as well as their prominence.

### 3.2 Metrics between time-varying persistence diagrams

Considering that viscous fingers are captured by persistence diagrams, computing the similarity of a simulation with respect to a ground truth would require, in a first step, to compute distances between persistence diagrams. As outlined in the introduction, metrics have been introduced for this purpose, notably the $(2)$-Wasserstein distance in the birth-death space, noted $W_2$ (Eq. 5).

A drawback of $W_2$ is that it does not take into consideration geometrical information, other than coming from the birth-death space. Fig. 6 illustrates this limitation. To avoid this problem, a lifted adaptation of $W_2$, noted $\hat{W}_2$, including geometrical components can be considered (Eq. 7). It is subject to input parameters indicating the importance given to each geometrical component. Note that, the Earth mover’s distance [57], noted $EMD$, which is an alternative of interest too for our application, is a special case of $\hat{W}_2$, for $\alpha = \alpha_y = 0$. It is similar to $W_2$, but it only operates on the geometrical space instead of the birth-death space. Thus, the lifted Wasserstein distance $\hat{W}_2$ can be interpreted as a blend between the $W_2$ distances in the diagram birth-death space and in the geometrical domain.

In practice, an important characteristic of a viscous fingering simulation run is the moment when the longest finger arrives at the right boundary, called breakthrough time. Correctly predicting this event is essential because once it is reached, it means a preferential path has been formed, allowing water to easily flow through, impacting production. Thus, the position of local maxima (i.e. fingertips) is more important than the position of saddles (i.e. finger branchings).

Then, given a time-step $t$, to compare the persistence diagrams coming from a simulation $S_t$ and the acquisition $A_t$, metrics should be more sensitive to the advancement of fingertips, then to the global extent of fingers, and lastly to their $y$ location in the domain. Thus, at this point, we propose to select the following metrics:

- The Earth mover’s distance for local maxima: $EMD(S_t,A_t)$
- The $2$-Wasserstein distance: $W_2(S_t,A_t)$
- The $2$-Wasserstein distance, lifted to include geometrical information (the position of critical points): $\hat{W}_2(S_t,A_t)$.

As in this application, the advancement of fingertips is much more important than their vertical position in the domain, we only consider the $x$-coordinate of critical points. Thus, lifting coefficients (cf. Eq. 6) are $\beta_x = 10/\gamma$ (\gamma being the extent of the geometrical domain), $\beta_y = 0$, and $\alpha_x = \alpha_y = 1/\rho$ ($\rho$ being the range of the scalar function). The values of these lifting parameters have been adjusted empirically based on discussions with experts.

Characterizing the evolution of fingers through time raises the necessity to integrate these metrics, as they are intended to evaluate the proximity between persistence diagrams for a single time-step $t$. Thus, to measure the distance from a time-varying simulation $S_t$ to the time-varying acquired ground truth $A_t$, we introduce time-integrated versions, based on the $L_2$ norm, of the above metrics:

\[
\begin{align*}
&d_{EMD}(S,A) = \left( \sum_t (EMD(S_t,A_t))^2 \right)^{1/2} \\
&d_{W_2}(S,A) = \left( \sum_t (W_2(S_t,A_t))^2 \right)^{1/2} \\
&d_{\hat{W}_2}(S,A) = \left( \sum_t (\hat{W}_2(S_t,A_t))^2 \right)^{1/2}
\end{align*}
\]

As suggested by the experts, the displacement speed of the saturation front is key to predicting breakthrough time. They suggested to match in priority simulations which display compatible fronts in terms of velocity during the experiment. Given fingers are captured by persistence diagrams, a possibility for appreciating their evolution with respect to that suggestion would be to compute the sequence of distances between diagrams in successive time steps. In other words, for each couple of consecutive time steps $t$ and $t+1$, compute a distance between $S_t$ and $S_{t+1}$ (Sect. 2.3), and integrate for all time steps. Here the chaotic behavior displayed by fingers when input simulation parameters change need not be taken into account: we are considering a unique simulation run, which has temporal coherence, therefore it is easier to choose a fitting metric. As shown in Fig. 7, a working solution is the $2$-Wasserstein distance, lifted to give more importance to the $y$ coordinate of maxima: $\hat{W}_2(S_t,S_{t+1})$, with lifting coefficients $\beta_x = 0$, $\beta_y = 10/\gamma$, $\alpha_x = \alpha_y = 1/\rho$ ($\gamma$ is the geometrical extent; $\rho$ is the scalar range). Because of the variability in the number of fingers, however, considering the difference of traveled distances alone could be problematic, for many little fingers going...
we propose to evaluate the velocity-oriented difference by:

\[ d_{\text{\text{V}}}(S, A) = \left( \sum_i \left( \frac{1}{n_t} \hat{W}_2(S_i, S_{i+1}) - \frac{1}{n_t} \hat{W}_2(A_i, A_{i+1}) \right)^2 \right)^{1/2} \]

Then, given an ensemble of time-varying viscous fingering simulations, each run \( S \) can be compared to the reference acquired ground-truth \( A \) and runs can be ranked in increasing order of distance to \( A \) and presented to the experts for further visual inspection.

### 3.3 In-situ deployment

Doing feature extraction and comparisons can be problematic for very large numbers of simulations, in terms of data movement. Fortunately, computing the metrics we just presented does not require to have all time-steps available at once, and hence may be done in a progressive fashion. We propose, within our framework, to implement the computation of metrics comparing the acquired reference to the simulation in-situ, that is, without storing time-steps to the disk first. Precomputed persistence diagrams for the acquisition are first loaded in memory. Whenever the simulation attains a time for which there is a corresponding acquisition time step, the saturation scalar field is passed to our analysis pipeline, which applies a threshold, extracts the persistence diagram, and computes the per time step distance to the acquisition diagram (for instance \( \hat{W}_2(S_t, A_t) \)). The distance can then be accumulated as the simulation unfolds. The in-situ application of our pipeline is optional: time-steps can still be saved to the disk and the pipeline applied post-mortem if desired.

### 3.4 Visual interface

Each metric previously mentioned naturally produces a ranking of simulations, from the most to the less plausible ones. We propose a way to visually inspect those rankings with a lightweight HTML+Javascript application, as illustrated in Fig. 8. Note that we use the same interface for two tasks, to allow experts to (i) visually explore the rankings generated by our framework and to (ii) produce a ground-truth reference ranking (for the quantitative evaluation, Sec. 4.1). This visual interface offers linked views of the saturation scalar fields, to visually compare simulations runs, for a given time step \( t \) which can be interactively selected. If needed (in particular to generate a reference ranking, cf. Sec. 4.1), the experts can interactively modify the suggested ranking by displacing a selected run up or down the ranking, either by unit or long jumps (typically skipping 10 or 50 positions, useful for the a priori reference ranking).

### 4 Case study

This section exposes our experimental setting, details a complete viscous fingering use case and summarizes the results of our approach in terms of performance and quality, compared to classical methods.

#### 4.1 Experimental protocol

The behavior of a slab, initially filled with oil and water at connate water saturation, then subject to a water injection in reservoir conditions is captured through X-rays: X-ray images are processed in order to be converted to maps of the fluid saturations within the slab. 2D simulations are then launched with varying input parameters in order to match the simulation results to the experimental measurements and to the fluid saturation maps derived from X-ray images. The resemblance of fingers can be taken into account manually by the experts, involving an interpretation of X-rays and an assessment of likeliness according to their expertise. A reference ranking of simulations is then produced by the experts with the help of our visual interface.
The water injection rate is kept constant at 3 cm³/h.

Acquisition: The detailed experimental setup is that of [29, 34].

Time-steps of runs are then displayed on the left pane; they can be hovered with the mouse to be compared with the matching acquired image. A slider allows to select the time-step to compare. Users can edit the ranking with swapping buttons. For each run, \( kr \) curves (input parameters of the simulation model) are displayed on the right.

Slabs first undergo cleaning and calibration processes. A tracer test validates the homogeneous behavior of the slab, then oil is injected to reach initial conditions. The system is then aged at 50 °C and allowed to reach initial conditions. The system is then aged at 50 °C and 1 bar to form the reference ranking, so the experts to manually form a reference ranking. During this process, experts would quickly discard runs deemed too far from the X-ray image were saved (8 available segmented images).

Simulations: The input parameters of the 2D simulations are relative permeabilities \( (kr_w) \) and \( kr_o \). In our model, they are a function of water saturation \( S_w \). We consider relative permeabilities in the form of simple Corey curves (Fig. 10, Eq. 8, [11]), subject to parameters \( kr_o^0 \) (oil relative permeability endpoint), \( S_{or} \) (residual oil saturation), and power law exponents \( n_o \) and \( n_w \). Other quantities like \( S_{wc} \) (concrete water saturation) and \( kr_w^0 \) (water relative permeability endpoint) are determined by measurement.

\[
\begin{align*}
kr_o(S_w) &= kr_o^0 \times \left( \frac{1-S_w-S_{wc}}{1-S_{wc}-S_{or}} \right)^{n_o} \\
kr_w(S_w) &= kr_w^0 \times \left( \frac{S_w-S_{wc}}{1-S_{wc}-S_{or}} \right)^{n_w} 
\end{align*}
\]  

(8)

The parameters of these curves, \( kr_o^0, S_{or}, n_o \) and \( n_w \), were randomly sampled and selected using the algorithm by Wootton, Sergent, Phan-Tan-Luu [79] to ensure a good initial covering of the space. The geometrical domain is discretized on a regular grid of \( 290 \times 890 \) blocks. 200 runs were launched on 400 simulation nodes (2 MPI ranks per run), then time-steps for which there was a corresponding X-ray image were saved (8 available segmented images).

Expert ground truth: Images of the water saturation field were captured for each simulation at available X-ray time-steps, for experts to manually form a reference ranking. During this process, experts would quickly discard runs deemed too far from the X-ray image (because fingers are advancing too slow, too fast, or in a too diffusive fashion). Then, they would closely look at the shape and advancement of fingers when comparing two close runs. We use our lightweight web based visual interface (Sec. 3.4, Fig. 8), to alleviate this tedious process. Note that images from all simulations were necessary for the experts to form the reference ranking, so the corresponding simulated time-steps were saved to the disk. Once this reference is formed, later analyses can be done in-situ.
4.2 In-situ performance

In this section, we evaluate the quantitative gains of using our approach in-situ (Sec. 3.3), in terms of time and storage. Tab. 1 provides a CPU time comparison of our analysis pipeline based on the lifted 2-Wasserstein metric (Sec. 3.2), for the two different strategies: (i) in-situ, where the analysis is run on the fly during the simulation and without data storage and (ii) post-mortem, where selected time steps are stored to disk to be analyzed after the simulation has finished. Persistence diagrams are computed using the algorithm by Gueunet et al. [42], and Wasserstein distances are computed using the exact approach by Soler et al. [92], both available in the Topology ToolKit (TTK, [100]). The in-situ implementation is based on Catalyst [3], which is called by the simulation code at selected time steps to run a python script instantiating our analysis pipeline.

The numbers are given for a single simulation time-step, therefore at the finest possible time resolution (about ten thousand time-steps are required to complete a run). Figures are averages on the time-steps of a typical run. In-situ computations are done on a supercomputer (among the 51st of TOP500. Nov. 2018) with Xeon(R) E5-2680v3 processors, the post-process is done on a local workstation with a Xeon(R) E5-2640v3 processor, so there is a difference in performance obtained for computing persistence diagrams.

Ideally, overheads due to different data layouts and conversions (lines “Catalyst overhead” and “Paraview overhead”, Tab. 1) in the simulator and VTK/ParaView would not enter into account (if the simulator were to directly output a VTK data array). We are left with two unneeded stages in the post-mortem approach: time step writes and data transfer. Selecting 8 time-steps from 200 simulations, this amounts to 155.2 s. of IO time versus approximately 0.6 ms. necessary to write the 1,600 doubles in the in-situ case (representing the 1,600 distance estimations), which is 260,000 times faster.

In terms of data storage, the post-mortem strategy requires to store and potentially transfer 3.28 GiB (2.1 MiB per time-step) of data, versus 12.5 KIB for 1,600 doubles (representing the 1,600 distance estimations), which is 275,000 times lighter.

Thus, overall, the in-situ instantiation of our framework reduces data movement by 5 orders of magnitude, while dividing by 2.3 the time required to analyze a time-step (line “Analysis time”, Tab. 1).

4.3 Ranking quality

In this section, we evaluate quantitatively the relevance of the rankings obtained with each of the metrics discussed in Sec. 3.2, and compare them to rankings obtained with overlap methods, traditionally used for associating geometrical sub-domains [9, 10, 78, 82, 91].

Let \( \mathcal{F}_A \) be the acquired finger geometry (Sec. 4.1) and \( \mathcal{F}_S \) be the sub-level set of the simulated water saturation at time \( t \). The overlap \( O(A_t, S_t) \) between \( A_t \) and \( S_t \) is the volume of \( \mathcal{F}_A \cap \mathcal{F}_S \) divided by the volume of \( \mathcal{F}_A \cup \mathcal{F}_S \). From this we can define a distance:

\[
\tau = \frac{2}{n(n-1)} \sum_{i<j} \text{sign}(r_i - r_j)\text{sign}(s_i - s_j)
\]

Integrating the overlap \( \tilde{O}(S_t) = 1 - O(S_{t-1}, S_t) \) between \( S_t \) and \( S_{t-1} \) for a single simulation and comparing it to the integrated overlap for the acquisition yields a velocity-oriented version:

\[
\tau = \frac{2}{n(n-1)} \sum_{i<j} \text{sign}(r_i - r_j)\text{sign}(s_i - s_j)
\]

At this point, we need to compare different rankings to the reference ranking constituted by experts. Let \( R_1 \) and \( R_2 \) be two rankings of \( n \) simulations. One of the most commonly used methods for computing a degree of similarity between \( R_1 \) and \( R_2 \) is Kendall’s \( \tau \) [25, 39]: for all couples \((r_i, r_j) \in R_1^2 \) and \((s_i, s_j) \in R_2^2 \):

\[
\tau = \frac{2}{n(n-1)} \sum_{i<j} \text{sign}(r_i - r_j)\text{sign}(s_i - s_j)
\]

It corresponds to the number of pairs \((i, j)\) for which \( r_i \) and \( r_j \) in \( R_1 \) have the same ordering as \( s_i \) and \( s_j \) in \( R_2 \). The closer this number is to 1 in absolute value, the more compatible the rankings, \( \tau \) being close to –1 indicates that the two rankings are in reverse order.

Over the 200 examined runs, many were quickly discarded by experts during the manual ranking, because they were too far from the acquisition. Thus, as the order of the poorest runs is not important to the experts, we also compute the similarity with the reference ranking for the best (top 50 and top 25) identified runs according to each method. This enables us to focus the evaluation of the performance of our framework in separating plausible from non-plausible runs. Resulting Kendall coefficients are exposed in Tab. 2.

Observing lines 2 and 3 in Tab. 2, we can first note that the overlap method (column “O”) does not perform well. This behavior was expected because of the very chaotic geometry of fingers. The Wasserstein method, which is the traditional reference metric for comparing persistence diagrams, is shown in column “W2”. The Earth mover’s distance method (column “EMD”) only takes the geometrical information of extrema into account, regardless of their persistence. It seems to perform better than \( W_2 \), which is unexpected, because \( EMD \) can wrongly associate small-scale details to large-scale ones. The lifted Wasserstein method, which includes geometrical information of extrema into account, regardless of their persistence, seems to perform better than \( EMD \) and \( W_2 \), not just being a simple interpolation between the two. Lastly, metrics based on the distances traveled by fingers (columns \( \hat{O} \) and \( \hat{W}_2 \)) do not appear to be able to produce relevant rankings.

4.4 Expert feedback

In this section we expose a qualitative appreciation, collected from experts, and a discussion of ranking results. We show in Tab. 3 the qualitative appreciation of rankings. The poor performance of velocity-based metrics (\( \hat{O} \) and \( \hat{W}_2 \)) was unexpected. Looking at the rankings, we see that aberrant runs are considered close to the ground truth by these two metrics. There are three types of aberrant
well-known difficulty of calibrating curves. A set of runs are counted for each method. Each ranking is shown to an expert using our web interface and their appreciation is noted.

Table 3: Appreciation of the top-25 rankings returned by each method.  

<table>
<thead>
<tr>
<th>Method</th>
<th>O</th>
<th>W₂</th>
<th>W₃</th>
<th>EMD</th>
<th>Ī</th>
<th>Wⁱ</th>
</tr>
</thead>
<tbody>
<tr>
<td>too diffuse</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>too slow</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>common appreciation</td>
<td>poor</td>
<td>good</td>
<td>best</td>
<td>poor</td>
<td>wrong</td>
<td>wrong</td>
</tr>
</tbody>
</table>

Figure 12: Diffuse run example. The tips of fingers grow wider than their base, forming a sort of inverted funnels. The saturation field does not exhibit a very sharp frontier with the background. Runs: too slow, too fast, and too diffusive (i.e. whose finger tips grow large and do not form a very sharp frontier with the background, as illustrated in Fig. 12). Ī gives a good score to runs that are too slow, and Wⁱ, on the contrary, scores highly runs that are too diffusive.

The number of slow runs is counted in Tab. 3. The Ī approach, based on overlaps in consecutive time-steps, does not discard them. The reason for this is that in simulations, the water saturation front is very smooth though in the acquisition fingers display a quite dendritic structure. Thus, the overlap between successive time-steps of smooth fingers going slow compares close to the overlap between successive time-steps of thin fingers going fast. The number of runs which exhibit a very diffusive behavior is also counted. These diffuse fingers seem to give trouble to the Wⁱ metric (and also to EMD and W₂). This is because in the set of available simulations, among all which are diffuse some inevitably end up at the exact same advancement as the acquisition when the threshold stage (Sec. 3.1) is applied.

Taking into account the number of fingers (W₂) or considering their branching events (W₃) is apparently insufficient to discard them. Note that the W₂ metric (and even W₃) were well appreciated by the experts because the top simulations in their rankings display fingers whose tips are quite close to the acquisition near breakthrough time, though for W₂, there seems to be a higher distance variability. As for the basic overlap method O, it fails to identify the real best simulations, though it does not incorrectly bring out aberrant runs either (be it too diffuse or too slow). Its ranking, though, feels random to the experts. Overall, the best performing metric seems to be Wⁱ, as confirmed quantitatively and qualitatively.

Taking a step back, the approach we proposed is appealing to experts because it allows them to include geometrical information into their parametric studies, in an autonomous and systematic way (instead of manually inspecting and checking runs). Using the Wⁱ-based ranking results, we present in Fig. 13 all permeability curves and those yielding the best simulation runs. We see no clear pattern arising, either visually or numerically with respect to L² or Hausdorff [65] distances between curves. This confirms the well-known difficulty of calibrating kr curves.

5 CONCLUSION

In this application paper, we presented a framework for enabling the automatic comparison and ranking of simulation runs to an acquired ground truth. We presented a set of metrics specifically adapted to this task in the case of viscous fingering in porous media. After evaluation, we identified the best fitting approach (the Wⁱ metric, which computes a geometrically tuned Wasserstein distance between simulation and acquisition persistence diagrams, on a per-time-step basis). This quantitative measurement method supplements the expert’s, and allows them to automatically form a subjective ranking close to one they would have manually produced. We demonstrated the possibility and showed the advantage of implementing the computation of this metric in-situ, speeding up the analysis pipeline by a factor of 2.3 and reducing data movement by 5 orders of magnitude. We proposed a lightweight web interface to explore automatically generated rankings and manually edit them. As with the best metric Wⁱ, there are still some diffuse runs in the ranked best fifty, we believe it could be further enhanced, for instance by considering the sharpness of the water saturation front, or by augmented the persistence diagram with the individual volume of fingers. Besides, though in our experimental setting, simulations took place in a 2D domain, nothing in our approach is restrictive to this case. In future work, our framework could be experimented with simulation models other than Darcy’s. Moreover, it could also be applied to 3D cases. Our overall approach would be usable as-is in these scenarios, but its meta-parameters (water saturation threshold and lifting coefficients) would likely need to be adjusted. Automatically optimizing the values of these meta-parameters is also a promising direction for future work. Furthermore, the metrics introduced in this work have been mostly motivated empirically based on interactions with domain experts. In the future, we will consider a theoretical investigation of the stability of these metrics (based on stability results on the Bottleneck [19] and Wasserstein [20] metrics). Further, ways to capture finger merging events, for instance by considering richer topological structures such as Reeb Graphs, could also be considered, as this seems to happen in acquired images.

On another note, on the set of 200 simulations, we were not able to identify a regime of best-matching input parameters. The combination of our metric with production and pressure data (at injectors/producers) in a follow-up study would be interesting in this regard. Trying to understand the influence of the space of input parameters, here kr curves, proves quite challenging. In our study, only four parameters (power law exponents and endpoints) were sampled, yielding a four-dimensional space, but the number of sampled parameter may be significantly higher. In particular, this study may be extended to permeability curves other than based on simple Corey power laws. We think it would be insightful to develop a visual interface for exploring such spaces of model parameters. We hope to see, in future studies, how accounting for the geometrical and topological quality of a modeled phenomenon can be used to infer or restrict model parameters.
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